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# 1. SRS Revision History

This lists every modification to the document. Entries are ordered chronologically.

**Date Author Description**

**————— ——— ————————————————————————————**

1-22-2021 ezekielp Added initial document to repo, will modify template for project

1-23-2021 ezekielp Replaced template text with project specifics in ConOps 2 - 2.5

1-28-2021 ezekielp Replaced template text with project specifics in ConOps 2.6

# 2. The Concept of Operations (ConOps)

The concept of operations (ConOps) “describes system characteristics for a proposed system from the users’ viewpoint.” (IEEE Std 1362-1998) The ConOps document communicates overall system characteristics to all stakeholders.

## 2.1. Current System or Situation

Data Scientists are uniquely situated to apply emerging scientific and machine learning processes and algorithms to analyze real world data and make important inferences about the future. One such category of inferences concerns Time Series forecasting, a task for predicting information about a wide range of human activity to improve real world decision making. For example, predicting solar irradiance as a function of time can help solar engineers make operational decisions at renewable energy plants. Predictions made by programs created by Data Scientists can be vital to maximizing energy capture and minimizing operating costs.

There are existing libraries, such as those provided by pandas or scikit-learn that Data Scientists currently use to analyze various data sets and generate “pipelines” to convert raw TS data into usable forecasting models for industry professionals and others. Data Scientists use these libraries to decide which pipeline most accurately predicts the future state of the TS. However, this is a non-linear search for effective pipelines that is currently performed in a largely “test and check” manner.

## 2.2. Justification for a New System

The current “system” is not as thorough or efficient as it could be because Data Scientists are forced to do non-linear searches for effective pipelines manually. In a literal sense, there is no existing system for achieving a comprehensive search for pipelines at low cost to the Data Scientist.

To illustrate the problem, we introduce the math involved for constructing a hypothetical pipeline. Even in a modest case where we apply 3 preprocessing directives out of 10 available to us, a single modeling strategy out of 6, and a single evaluation strategy out of 3, there are thousands of possible pipelines that could be formed (10 \* 9 \* 8 \* 6 \* 3 = 12,960), which would be difficult to track and compare without additional software support. Since we know that our list of basic transformations described later (which approximately reflects the above situation) is not exhaustive and we do not include the various plotting or graphical analysis steps available in the hypothetical pipeline, we can reasonably assume this is by no means the worst-case problem complexity. So, given the shortcomings of the current solutions, we argue that our system can improve the accuracy of these pipelines and the productivity of the Data Scientists to develop better forecasting models.

## 2.3. Operational Features of the Proposed System

Our new system aims to represent the challenge of conducting a non-linear search for an effective pipeline and model by treating the transformation steps taken by Data Scientists as nodes in a “Transformation Tree”. We aim to give Data Scientists a library of functions to modify this Transformation Tree and keep all possible pipeline steps in one place to be later executed and compared. These possible modifications will include creating a new tree, inserting new operator nodes, replacing existing operators with another, replicating subtrees or tree paths, and adding a subtree or path to an existing node. We also wish to allow Data Scientists to extract successful pipelines or trees and save/load them when necessary to put into production or update/maintain later.

By organizing the TS transformation steps as an n-ary tree, Data Scientists will be able to keep all design decisions in one place and compare the many variants of a pipeline. However, the system will limit types of operators to follow the logical progression from preprocessing to modeling and finally to evaluation to ensure data consistency as it moves through the tree. This will prevent nonsensical situations such as an attempt to evaluate a model prior to a model being created. In order to achieve this, nodes and operators may be classified according to their role in the pipeline process.

## 2.4. User Classes

For the proposed system, there is only one major user class: Data Scientists. We are defining a library of functions and tree transformations to be used by these Data Scientists to streamline their everyday processes. We are assuming a proficient level of programming knowledge such that users may call our transformation functions to process, analyze, and visualize a given Time Series in ways they see fit according to their broad domain knowledge. Data Scientists already use the libraries behind the functional modules of our system, so it is reasonable to assume Data Scientists will understand and be able to use a synthesis and repackaging of those libraries.

## 2.5. Modes of Operation

As there is only one user class and because the end result will be a library for use by Data Scientists, the library itself is the only true “mode of operation”. There will be unit tests and example scripts for using the library, however, primary use will be by Data Scientists for use in their own scripts and analysis.

## 2.6. Operational Scenarios (Also Known as “Use Cases”)

**Use Case 1: Compare model performance of multiple pipelines**

***Brief description:*** This use case describes how a Data Scientist would quickly compare the effectiveness of several different TS pipeline options via a Transformation Tree.

***Actors:*** A Data Scientist

***Pre-conditions:***

1. The Data Scientist has access to a csv file of a Time Series.
2. The Time Series may be represented with or without timestamps to go along with the magnitudes. The Data Scientist knows this file formatting detail.

3. The Data Scientist has access to a machine with reasonable computing power (8 or more GB of RAM and >30GB of hard drive space).

***Steps to Complete the Task:***

1. The Data Scientist gains access to the csv file containing TS data and places it in the data folder reachable by the program.

2. The Data Scientist figures out:

(a) How many preprocessing steps are relevant to test on the given dataset. Perhaps there is missing data and they wish to impute the data on all possible pipelines. They may wish to also try standardizing the data in some pipelines but not others.

(b) Which ML modeling algorithms they wish to test (there are MLP and RF options that may be added to the pipelines).

(c) How they wish to test accuracy. There are several algorithms for comparing forecasted data with test data.

3. The Data Scientist creates a Transformation Tree, which by default will handle the initial read of the TS file.

4. The Data Scientist adds nodes as needed according to the needs of step 2 using the library of tree functions available.

5. The Data Scientist “executes” the tree using another provided tree function.

***Post-conditions:***

The user has a printed list of pipeline accuracy measurements associated with the steps (nodes) contained in the pipeline. They will be able to identify the “best” pipeline they tested.

**Use Case 2: Alter an existing Transformation Tree**

***Brief description:*** This use case describes how a Data Scientist would alter a tree they have tested to use different operators or add operators to improve performance.

***Actors:*** A Data Scientist

***Pre-conditions:***

1. The Data Scientist has a script creating a Transformation Tree
2. The Data Scientist determines that there is no pipeline tested with acceptable accuracy.

***Steps to Complete the Task:***

1. The Data Scientist figures out which steps are most likely to be unhelpful or which steps could be useful when added to the Transformation Tree.

2. The Data Scientist uses more of the provided library functions to edit the operator of one or mode nodes in the tree according to their evaluation of performance.

3. The Data Scientist re-executes the Transformation Tree.

***Post-conditions:***

The user has another printed list of pipeline accuracy measurements associated with the steps (nodes) contained in the pipeline. They will be able to identify the “best” pipeline they tested.

**Use Case 3: Enter a useful pipeline into production**

***Brief description:*** This use case describes how a Data Scientist can save a working pipeline and apply it to other Time Series’.

***Actors:*** A Data Scientist

***Pre-conditions:***

1. The Data Scientist has post-condition information from Use Case 1 or Use Case 2.

2. The Data Scientist can evaluate acceptable accuracy from the pipeline information.

3. There are additional TS csv files that need to be forecasted.

***Steps to Complete the Task:***

1. The Data Scientist identifies the steps (nodes) that were present in the desired pipeline.

2. The Data Scientist passes the pipeline information to a provided library function which will save that “sub-tree” to an external file.

3. The Data Scientist loads the subtree using another provided function, which will generate a pipeline that produces the desired preprocessing steps and desired model.

4. The Data Scientist will input the new TS files to the pipeline.

***Post-conditions:***

The Data Scientist has forecasting information about the Time Series in question and can make pass it on to the direct stakeholders (solar plant engineers for example) to make further operational planning decisions based on that information.

# 3. Specific Requirements

This is where the actual requirements are specified. A requirement is a description of a behavior or property that a computer program must have, independent of how that behavior or property is achieved. Requirements must be complete, unambiguous, consistent, and objectively verifiable (see van Vliet, 2008, pp.241-242, for a discussion of these terms). Requirements describe what the system will do, but do not commit to specific *design* details of how the system will do it.

Requirements should be organized in a hierarchy. A good organization (a) makes requirements easier to read and understand because related requirements will be near each other in the document, (b) makes requirements easier to modify and update, and (c) makes it easier to find a specific requirement. There are a number of ways that requirements can be organized to help achieve these goals.

The following section headings provide one way to organize the requirements. You can adapt this organization. For example, sections 2.1, 2.2, 2.3, and 2.4 (see headings below) describe “behavioral requirements” (Faulk, 2013). If a system supports two major user activities, it might be best to describe the behavioral requirements for each activity separately. For example, in a digital deejaying system, the two major activities could be (a) load songs into the system and (b) use the system to play songs. It might be best to fully specify everything in sections 2.1 through 2.4 first for the song-loading activity, and then for the song-playing activity.

Though there is a tradition of distinguishing between “functional” and “non-functional” requirements, with the former describing services provided by the system, and the latter describing constraints on the system and its development, in actual practice this is not a very useful distinction, and is not a good basis for structuring requirements (Faulk, 2013).

Requirements should be prioritized, with each classified as (a) must have, (b) should have, (c) could have, and (d) won’t have. These can be recalled with the memory aid of MoSCoW (vanVliet 2008, p.237). When reading requirements, it should be very easy to see how each requirement is classified, such as by having them grouped by priority.

Throughout the document, lists and sublists of requirements should be indented and numbered to make it easy to read and reference the specification details. Such as:

1. *General Requirement*

1.1. *Specific Requirement*

1.1.1 *Requirement Detail*

Note how this permits reference to "SRS Item 1.1.1".

## 3.1. External Interfaces (Inputs and Outputs)

This section should describe inputs into and outputs from the software system. (ISO/IEC/IEEE 29148:2011)

Each interface description should include the following:

1. Name of item.

2. Description of purpose.

3. Source of input or destination of output.

4. Valid ranges of inputs and outputs.

5. Units of measure.

6. Data formats.

## 3.2. Functions

Define the actions that must take place in the software to accept and process inputs, and to generate outputs (ISO/IEC/IEEE 29148:2011). This should include:

1. Validity checks on the inputs.

2. Sequence of operations in processing inputs.

3. Responses to abnormal situations, including error handling and recovery.

4. Relationship of outputs to inputs, including

(a) input/output sequences

(b) formulas for input to output conversion

## 3.3. Usability Requirements

Define usability requirements and objectives for the software system, include measurable effectiveness, efficiency, and satisfaction criteria in specific contexts of use. (ISO/IEC/IEEE 29148:2011)

## 3.4. Performance Requirements

Specify the static and the dynamic numerical requirements placed on the software or on human interaction with the software. For example: (a) Static numerical requirements may include the amount and type of information to be handled. (b) Dynamic numerical requirements may include the amount of data to be processed within certain time periods.

Performance requirements should be stated in measurable terms. For example,

“95% of the transactions shall be processed in less than 1 second”

rather than

“An operator shall not have to wait for the transaction to complete.”

(ISO/IEC/IEEE 29148:2011)

## 3.5. Software System Attributes

Specify the required attributes of the software product, such as reliability, security, privacy, maintainability, or portability. (ISO/IEC/IEEE 29148:2011) Review a comprehensive list of software attributes, or software qualities, such as are provided in van Vliet (2008) Chapter 6. Decide on a relatively small number of attributes that are most important for this system. Explain why each attribute is important, and what steps or plan will be taken to achieve those attributes. This could include constraints on attributes of the system’s static construction, such as testability, changeability, maintainability, and reusability. (Faulk, 2013)
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**Possible Minor Future Revision**

The ConOps portion of this template was written based on IEEE Std 1362-1998 before realizing that this standard has been subsumed by IEC/IEEE Intl Std 29148:2018. A future exercise could, in short, determine if the references to the former could be replaced with references to the latter; that is, if the ConOps description in each of the two documents is sufficiently identical.